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ABSTRACT: Interfacial electron transfer (ET) constitutes
the key step in conversion of solar energy into electricity and
fuels. Required for fast and efficient charge separation, strong
donor−acceptor interaction is typically achieved through
covalent chemical bonding and leads to fast, adiabatic ET.
Focusing on interfaces of pyrene, coronene, and a graphene
quantum dot (GQD) with TiO2, we demonstrate the opposite
situation: covalent bonding leads to weak coupling and
nonadiabatic (NA) ET, while through-space π-electron
interaction produces adiabatic ET. Using real-time time-dependent density functional theory combined with NA molecular
dynamics, we simulate photoinduced ET into TiO2 from flat and vertically placed molecules and GQD containing commonly
used carboxylic acid linkers. Both arrangements can be achieved experimentally with GQDs and other two-dimensional materials,
such as MoS2. The weak through-bond donor−acceptor coupling is attributed to the π-electron withdrawing properties of the
carboxylic acid group. The calculated ET time scales are in excellent agreement with pump−probe optical experiments. The
simulations show that the ET proceeds faster than energy relaxation. The electron couples to a broad spectrum of vibrational
modes, ranging from 100 cm−1 large-scale motions to 1600 cm−1 C−C stretches. Compared to graphene/TiO2 heterojunctions,
the molecule/TiO2 and GQD/TiO2 systems exhibit energy gaps, allowing for longer-lived excited states and hot electron
injection, facilitating charge separation and higher voltage. The reported state-of-the-art simulations generate a detailed time-
domain, atomistic description of the interfacial charge and energy transfer and relaxation processes, and demonstrate that the
fundamental principles leading to efficient charge separation in nanoscale materials depend strongly and often unexpectedly on
the type of donor−acceptor interaction. Understanding these principles is critical to the development of highly efficient
photovoltaic and photocatalytic cells.

1. INTRODUCTION

A two-dimensional form of carbon, graphene is composed of a
planar hexagonal lattice of carbon atoms with a C−C bond
length of 1.42 Å. The atoms are connected by both σ-bonds
formed by sp2-electrons and π-bonds formed by pz-electrons.
These chemical features endow graphene with many unique
properties, such as high electron and hole mobilities,1,2 leading
to very high thermal and electronic conductivities,3−5 and large
surface area per unit of mass6 (up to ∼2600 m2/g). Graphene
attracts intense attention for a diverse range of applications,
including photocatalysis7−12 and photovoltaics.13−15 Small
finite-size pieces of graphene are known as graphene quantum
dots (GQDs). In addition to the unique properties inherited
from graphene, such as high surface area and single atom
thickness, GQDs exhibit size behavior. In particular, graphene is
a metal, while GQDs have a size-dependent energy gap, which
can be tuned to absorb solar photons of any wavelength, from

near-infrared, to visible, to ultraviolet. The presence of the
energy gap itself, which ensures long-lived excited states, and
the gap tunability are strongly desirable in solar energy
applications. One can use GQDs to fabricate solar cells
directly16,17 or employ them as photosensitizers interfaced with
metal oxides and giving rise to visible-light photocatalytic and
photovoltaic devices.18

Composites of nanoscale carbon materials with TiO2,
including carbon nanotubes, graphene, and GQDs, are
attracting significant attention in photovoltaics and photo-
catalysis, because these systems harvest a broad spectrum of
solar light and exhibit fast charge separation.18,19 A number of
factors make GQDs preferable to graphene and nanotubes.
Compared to metallic graphene, GQDs have discrete electronic
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levels, allowing for hot electron injection and efficient charge
separation. Both experiment17 and theory20 demonstrate 10−
100 ps hot electron lifetimes in GQDs. Compared to
nanotubes, all of the GQD extended π-electron systems can
be put in direct contact with a TiO2 surface, facilitating the
donor−acceptor contact. Quantum confinement can increase
the electronic coupling between GQDs and TiO2. The coupling
can be enhanced further by covalent linking between GQD and
TiO2 through a variety of functional groups available due to the
versatile chemistry of the carbon atom.21

Zhu and co-workers reported sub-15 fs electron injection
from GQDs to TiO2, using pump−probe optical measure-
ments.18 The transfer from GQDs is faster than that from
graphene.19 The ultrafast photoinduced electron injection
results in efficient spatial separation of electrons and holes,
and reduces their geminate recombination.17 The experiments
show fast and slow recombination time scales, the latter being
strongly dependent on excitation photon energy. The fast time
scale is attributed to prompt recombination of the electron and
hole bound at the interface. The excitation energy dependence
of the slow channel arises due to hot electron injection from
GQDs to TiO2. The gaps between GQD excited electronic
states20 create a phonon bottleneck17 to the electron−phonon
energy exchange, making injection faster than relaxation. Hot
injected electrons travel into the TiO2 bulk, and only later
return to the interface and recombine with holes. Electron−
phonon energy exchange often results in low charge separation
efficiency, leading to an undesired loss of the photogenerated
electrons due to charge trapping on QD surfaces and charge
recombination during transport through the semiconductor
oxide substrate.22 The ultrafast sub-15 fs electron injection from
photoexcited GQDs into TiO2 indicates that GQD/TiO2
composites can yield high photo-to-electron conversion,
because the charge separation at the interface is fast and
efficient. This finding provides a strong motivation for
modeling of the charge separation dynamics at GQD/TiO2
interfaces, in order to develop a thorough understanding of the
dynamics and its mechanisms, and to provide chemical
guidelines for the development of GQD/TiO2 solar cells.
At present, we report time-domain ab initio simulations of

the photoinduced electron injection to TiO2 from pyrene,
coronene, and a GQD that are covalently linked to the TiO2
surface in either flat (F-pyrene, F-coronene) or vertical (V-
pyrene, VGQD) configurations, Figure 1. The flat arrangement
allows for through-space interaction of π-electrons with the
semiconductor surface. Such interaction is absent in the vertical
systems. Surprisingly, covalent bonding through the short
carboxylic acid group, a commonly used linker, does not
provide a sufficiently strong donor−acceptor coupling, leading
to the NA ET mechanism that operates in the weak coupling
limit. This observation is rationalized by the π-electron
withdrawing properties of the carboxylic group, and should
apply to other commonly used linkers. At the same time, the
through-space coupling via π-electron stacking is strong, leading
to the adiabatic ET. The findings contradict the general
expectation that strong donor−acceptor coupling requires
covalent bonding. In both cases, the injection is ultrafast, in
excellent agreement with the experimental data. Photo-
excitation of molecules and GQD leads to partially charge-
separated states, with the charge-transfer character decreasing
with increasing GQD size. The ET and energy transfer are
consistently faster than energy relaxation, allowing for injection
of hot, unrelaxed electrons. A detailed analysis of the simulation

data rationalizes the difference between the through-bond and
through-space donor−acceptor interactions in the GQD/TiO2
composites. Applicable to other systems, the reported design
principles demonstrate how the properties of solar cells and
electronic devices can be controlled by orientation and binding
chemistry.

2. THEORETICAL METHODOLOGIES

The time-domain atomistic simulations of the photoinduced
electron injection from the donor species (pyrene, coronene,
and GQD) into the TiO2 acceptor are performed by an
approach23 combining NA molecular dynamics (NAMD) with
ab initio real-time time-dependent density functional theory
(TD-DFT). Fewest switches surface hopping (FSSH)24 is
formulated in the Kohn−Sham representation23,25 and adapted
to the classical path approximation.26 In this mixed quantum-
classical technique, the electrons are treated quantum
mechanically, while the nuclei are classical.27 The approach
has been applied previously to study ET and relaxation
dynamics at the interfaces of inorganic semiconductors with
molecular chromophores,28−32 semiconductor QDs,33−36 gra-
phene,37 metallic nanoparticles,38 water,39 organic/inorganic
perovskites,40−43 etc.44−54 The approach mimics the pump−
probe optical experiments in the most direct way, and provides
an atomistic description of chemical and physical processes and
interactions in real time. The details of the methodology can be
found elsewhere.26,55 The following subsections provide a brief
introduction to the TDDFT-NAMD methodology and
computational procedure.

2.1. Time-Dependent Kohn−Sham Theory for Elec-
tron−Nuclear Dynamics. The ET dynamics including the
NA effects56 are described by TD-DFT25,57 with the Kohn−
Sham (KS) approach.58 The electron density at time t, ρ(r, t), is
expressed by the sum of the overall densities of the occupied
single-electron KS orbital

∑ρ φ= | |
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t tr r( , ) ( , )
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Figure 1. Schematic of the photoinduced electron injection from a
GQD into a TiO2 surface (left panel). An absorbed photon promotes
an electron from the GQD ground state with energy inside the TiO2
band gap, into an excited state that is in resonance with the TiO2
conduction band (CB). The excited electron is injected into the TiO2
CB via several mechanisms (right panel). The GQD donor can
transfer the electron to the TiO2 acceptor either adiabatically by
passing over a transition state barrier (curved red arrow) or
nonadiabatically via a hop between donor and acceptor states (vertical
blue arrow). Additionally, the electron can be promoted from donor to
acceptor during the photoexcitation process.
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where p = 1, 2, ..., Ne and Ne is the number of electrons. The
evolution of the electron density is determined by the TD
variational principle applied to the KS energy:
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Here, the first, second, third, and fourth terms on the right-
hand side represent the kinetic energy of noninteracting
electrons, the electron−nuclear attraction, the electron−
electron Coulomb repulsion, and the exchange-correlation
energy functional, respectively. With proper selection of
exchange-correlation functionals, DFT is capable of describing
various properties of complex systems in the scope of physics,
chemistry, biology, and material sciences. Application of the
TD variational principle to eq 2 leads to a set of single-particle
equations for the evolution of KS orbitals.58,59
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The equations are coupled because the DFT Hamiltonian
H(r, R, t) depends on the overall electron density. The
electron-vibrational interactions enter the Hamiltonian through
the external potential created by the nuclei. The TD single-
electron orbitals in eq 3 are expressed on the basis of the
adiabatic KS orbitals, φ̃k(r, R(t)), which are calculated for the
current atomic positions R. The focus is on the evolution of the
orbital φphotoexcited(r, t) occupied by the photoexcited electron.
As demonstrated previously,29,30,33,37−39 the ET dynamics at
chromophore/TiO2 interfaces are well described by the
evolution of the photoexcited electron, which involves
unoccupied orbitals of the molecules, GQD, and TiO2
conduction band states.
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Insertion of eq 4 into eq 3 generates a set of equations
describing the evolution of the expansion coefficients:
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Here, εk is the energy of the adiabatic state k and djk·Ṙ is the
NA coupling between orbitals k and j, generated by atomic
motions. We calculated the NA coupling numerically as the
overlap of orbitals j and k at sequential time steps60
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2.2. Electron Transfer Mechanisms. The extent of ET
from the molecules and GQD to the TiO2 surface is computed
by integrating the photoexcited electron density over the region
of the simulation cell occupied by F-pyrene, F-coronene, V-

pyrene, and VGQD, and subtracting it from 1 to obtain the
density localized on the acceptor, Figure 2:
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The time derivative of eq 7 leads to expressions for the
adiabatic and NA contributions to ET:
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The first term has fixed localizations of adiabatic states but
changing the expansion coefficients, ci*cj, which define state
occupations if i = j. The second term has fixed adiabatic state
occupations but changing localizations, ∫ donor ϕi*ϕj dr. The first
and second terms correspond to NA ET and adiabatic ET,
respectively. The adiabatic ET proceeds by a change in
localization of the photoexcited state from a sensitizer to the
TiO2 surface, induced by atomic motions. To undergo a NA
transfer, the photoexcited electron has to hop into a TiO2 state,
leading to a change in the state occupations.
Electron injection from the donor molecules and GQD into

the TiO2 surface can occur by three different mecha-
nisms,37,38,61−65 Figure 1. Namely, the transfer can be adiabatic
or NA. Alternatively, it can occur during photoexcitation, such
that absorption of a photon generates a charge-separated state
directly. The injection is adiabatic in the strong donor−

Figure 2. Top and side views of (a) F-pyrene/Ti48O96(110), (b) V-
pyrene/Ti48O96(110), (c) F-coronene/Ti84O168(110), and (d) 62-C
atom VGQD/Ti84O168(110), optimized at 0 K (first and third
columns) and during molecular dynamics run at 300 K (second and
fourth columns).
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acceptor coupling limit. A fluctuation in the atomic coordinates
takes the system to a transition state along a reaction
coordinate. The system remains continuously in the same
electronic state (eigenstate of the electronic Hamiltonian for
current atomic coordinates), and the electron density shifts
from donor (thick parabola) to acceptor (thin parabola) as the
system passes through the transition state (red arrow). The
adiabatic ET rate is given by the product of the probability of
reaching the transition state and the velocity (inverse
frequency) along the reaction coordinate. If the donor−
acceptor coupling is weak, the electron remains on the donor
(thick parabola) when passing through the transition state. The
ET occurs by a NA transition between adiabatic states localized
on the donor and acceptor (blue arrow), Figure 1. In the weak
coupling limit, the ET rate can be derived using time-
dependent perturbation theory, resulting, to the lowest order
in the coupling strength, in Fermi’s golden rule. In the adiabatic
representation, which is available naturally from ab initio
electronic structure calculations, the ET happens by transitions
(hops) between adiabatic states. The hops are facilitated by NA
coupling, hence the NA mechanism. The Fermi golden rule rate
is proportional to the product of the coupling squared and the
density of acceptor states. Finally, optical selection rules can
allow ET to occur already during the photoexcitation process,
leading to a (partially) charge separated excited state. A strong
donor−acceptor coupling is typically required in this case.
Figure 1 denotes the ET photoexcitation process as the direct
mechanism. The three mechanisms exhibit different depend-
ences on excitation energy, donor−acceptor bridge/coupling,
density of states, and other properties. Therefore, knowledge of
the ET mechanism is required for system design.
Diabatic ET is often used in the literature synonymously to

NA ET, to describe quantum hops from the donor to the
acceptor state. Since the most commonly used ET theory, the
Marcus theory, is constructed in the diabatic picture,62,63,66,67

one considers hops between diabatic rather than adiabatic
states. Adiabatic ET that occurs at a transition state, at which
one diabatic curve smoothly transforms into the other diabatic
curve, forms a single adiabatic state. If a hop between adiabatic
states happens at the transition state, no net ET is created,
because the hop counteracts the adiabatic ET. The NA ET
becomes effective away from the transition state, where the
adiabatic and diabatic curves coincide. Therefore, either diabatic
or adiabatic states can be used to describe NA ET and to regard
it as a quantum hop from one adiabatic (or diabatic) curve to
another. While phenomenological models use the diabatic
representation because it has a clear physical meaning, ab initio
simulations use adiabatic states because they are uniquely
defined, in contrast to diabatic states,62,63,66,67 and are
efficiently obtained as eigenstates of the electronic Hamiltonian.
2.3. Autocorrelation Function and Fourier Transform.

The fluctuations in the electronic excitation energy, ΔE, caused
by atomic motions are characterized by the energy
autocorrelation function (ACF)

= ⟨Δ Δ ⟩C t E t E( ) ( ) (0) T (9)

The brackets indicate averaging over a canonical ensemble. The
ACF is usually normalized
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by its initial value C(0) = ⟨ΔE2(0)T⟩. The square root of this
value gives the average fluctuation of the excitation energy.
Fourier transform of an ACF produces the spectral density,

also known as the influence spectrum,
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which characterizes the vibrational modes involved in the ET
process.
The ACF and FT of state localization on the donor, eq 7,

characterize the electron−phonon coupling further, emphasiz-
ing the modes that couple to the electron density instead of the
energy.

2.4. Simulation Details. Geometry optimization, electronic
structure, and adiabatic MD simulations were carried out using
the Vienna ab initio simulation package.68,69 Nonlocal
exchange-correlation interactions were treated with the
Perdew−Burke−Ernzerhof (PBE) DFT functional70 developed
on the basis of the generalized gradient approximation. The
semilocal PBE functional is widely accepted as one of the best
parameter-free density functionals satisfying the key physical
and mathematical requirements of DFT. In particular, PBE
obeys the Lieb−Oxford bound,71 provides the correct linear
response of the uniform electron gas with proper uniform
scaling,72 and leads to smooth pseudopotentials.70 Interactions
between ionic cores and valence electrons were described by
the projector-augmented wave (PAW) method.73,74 The DFT
+U approach was adopted to describe the local properties of Ti
3d electrons with the on-site U = 6.0 eV and J = 0.5 eV.37,75

After relaxing the geometry at 0 K, uniform velocity rescaling
was used to bring the temperature of the pyrene/TiO2,
coronene/TiO2, and GQD/TiO2 systems to 300 K. Then, a 3
ps adiabatic MD simulation for the pyrene/TiO2 system and a
0.5 ps adiabatic MD simulation for the much larger coronene/
TiO2 and VGQD/TiO2 systems were carried out in the
microcanonical ensemble with a 1 fs atomic time step. The
photoexcited electron density was propagated by solving eq 5
using the second-order differencing scheme and a 10−3 fs time
step. The electronic propagation time step is 1000 times smaller
than the nuclear time step, because electrons are significantly
lighter than atoms and move faster. The average behavior of the
photoinduced ET from pyrene into the TiO2 surface was
obtained using FSSH-NAMD simulations by sampling 500
initial conditions from the adiabatic MD trajectory. The
coronene and GQD data were averaged over 100 initial
conditions. The length of the trajectory used to sample the
initial conditions was chosen in order to represent properly the
distribution of the classical phase space variables for the
motions that are responsible for the simulated charge transfer.
Our analysis shows that the charge transfer dynamics is driven
primarily by vibrational modes with frequencies 500 cm−1 and
above. One ps corresponds to the period of a 33 cm−1 mode.
Therefore, the chosen 3 and 0.5 ps trajectories provide good
sampling (tens of vibrational periods) of the key nuclear
motions.
The stoichiometric rutile (110) surface was modeled with a

periodically repeated slab containing either a 144-atom surface
in the case of pyrene or a 252-atom surface in the case of
coronene and GQD, composed of six atomic layers of TiO2
with the bottom three layers frozen in the bulk configuration,
Figure 2. Three electron donors were studied, including the
pyrene molecule, C16H10, the coronene molecule, C30H14, and a
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GQD, C62H20, with the edges terminated by hydrogens. The
donors were linked to the TiO2 surface via carboxylic groups
−COOH. Each group displaced a hydrogen atom, which was
placed next to a bridging oxygen atom on the TiO2 surface. Flat
(F) and vertical (V) arrangements were considered for
constructing small combined systems, such as F-pyrene/TiO2
and V-pyrene/TiO2, Figure 2. Both arrangements can be
achieved experimentally with molecules, GQDs, and other two-
dimensional materials, such as MoS2.

76 Note that placing the
C62H20 GQD flat on the TiO2 surface requires a very large
simulation cell, extending beyond the computational resources
available for the NAMD calculations. Therefore, we consider
the GQD in the vertical arrangement only, bound to the
Ti84O168(110) slab, Figure 2d. Coronene was bound to the
same slab in the flat configuration, Figure 2c. Pyrene was bound
to a smaller slab in both flat and vertical orientations, Figure
2a,b.
The V-pyrene and VGQD were bound to the TiO2 surface

through a single carboxylic acid group in a bidentate binding
geometry, providing two chemical bonds from carboxylic
oxygens to the same Ti atom. F-Pyrene and F-coronene were
connected to the TiO2 surface through two carboxylic groups in
a monodentate manner, also providing two covalent chemical
bonds between the molecular donors and TiO2 acceptor. The
systems were separated from their periodic images along the
surface normal by a vacuum region of 15 Å. In order to ensure
that the number of NA trajectories used is sufficient to establish
the ET mechanism and time scale, we checked convergence
with increasing number of trajectories. The initially photo-
excited states were chosen by computing the oscillator strength
for photon absorption that promotes electrons from the
chromophore highest occupied molecular orbital (HOMO) to
unoccupied orbitals, and selecting transitions with the largest
oscillator strength within the studied energy range. This type of
calculation capability has been added to the standard VASP
distribution by our group. We have shown previously that this
approach for selecting the initially photoexcited state leads to
good agreement with experimental data on interfaces of TiO2
with molecules28,30 and quantum dots.33,38 The results obtained
for C16H10 and C30H14 in the flat configuration as well as
C16H10 and C62H20 in the vertical configuration were very
similar, both matching the experimental data and indicating that
the pyrene molecule already gives a reasonable representation
for mimicking the experimental observations of electron
injection from GQDs into TiO2.

18 The minor differences
between C16H10, C30H14, and C62H20 are discussed explicitly
below.

3. RESULTS AND DISCUSSION
The time scales and mechanisms of the photoinduced electron
injection from pyrene, coronene, and GQDs into TiO2 depend
on a number of factors, including the geometric and electronic
structure of the interface, and electron−phonon interactions.
These factors are analyzed below one at a time, prior to
considering the ET process. The charge injection competes
with energy relaxation. The interplay between injection and
relaxation is discussed at the end.
3.1. Geometric Structure. The binding and relative

orientation of electron donors and the TiO2 surface determine
the physical and chemical interactions between the electron
donor and acceptor. The geometric structure also influences the
vibrational modes that couple to the electronic subsystem.
Therefore, knowledge of the system geometry constitutes the

first step in the analysis of the ET mechanism and time scale, as
well as the competition between ET and energy relaxation.
Since thermal fluctuations at room temperature may affect the
structure, we consider both the geometries optimized at 0 K
and representative geometry snapshots from the room
temperature MD trajectories, Figure 2. The geometries of the
flat systems change little upon heating, because they are
connected to the TiO2 surface at the two ends. A flat GQD that
is not chemically bound to TiO2 can slide along the surface.
The vertical systems undergo large-scale bending motions with
respect to the surface. They cannot lie flat, because the
carboxylic acid linker group is short. The carboxylic group
provides strong binding.
Considering the F-pyrene/TiO2 system, Figure 2a, we

observe that pyrene maintains two bonds to the TiO2 substrate
at both 0 K and room temperature. The situation remains
unchanged in the F-coronene/TiO2 system, Figure 2c. The
optimized structure of F-pyrene/TiO2 is slightly asymmetric:
the O−Ti bond lengths are 2.292 and 2.232 Å. The bonds
oscillate at finite temperatures. To characterize the room
temperature binding geometry, we compute canonically
averaged bond lengths. The average length of the left O−Ti
bond in F-pyrene/TiO2 decreases from 2.292 Å at 0 K to 2.278
Å at room temperature, while the right bond elongates from
2.232 to 2.312 Å. One side of pyrene inclines toward the TiO2
surface, decreasing the pyrene/TiO2 separation, and hence
increasing the donor−acceptor interaction through the π-
electron system. The corresponding bond angles fluctuate as
well. It is important for the adiabatic ET mechanism that the
strong interaction between the donor and acceptor materials is
maintained or enhanced at room temperature.
In the V-pyrene/TiO2 system, Figure 2b, pyrene is connected

to TiO2 via two carboxylic O atoms binding to the same Ti.
The geometry of V-GQD/TiO2 is shown in Figure 2d. The
structures are slightly asymmetric. The bond lengths in Figure
2b are 2.086 and 2.110 Å at 0 K. As temperature increases to
ambient conditions, both bonds shorten on average. The O−Ti
bond lengths averaged at room temperature are 2.061 and
2.104 Å, respectively. Counter to intuition, the donor−acceptor
distance becomes shorter at an elevated temperature. This is
because thermal fluctuations disrupt the fully optimized
structure of the TiO2 surface, creating additional bonding
opportunities. The root-mean-squared deviations (RMSDs) for
the two O−Ti bonds are very similar: 0.0747 vs 0.0745 Å. In
comparison, the RMSD values in the F-pyrene/TiO2 system
differ. They are 0.116 and 0.163 Å for the left and right O−Ti
bonds, respectively. The RMSDs are larger for F-pyrene than
the V-pyrene, indicating that thermal fluctuations have a more
pronounced effect on coupling in the F-pyrene/TiO2 system. In
both systems, the distributions of the bond lengths obtained
from the 3 ps trajectories are close to Gaussian, as should be
expected for the relatively harmonic O−Ti bond vibrations.
The binding energies are 2.335 and 2.668 eV for the F-

pyrene/TiO2 and V-pyrene/TiO2 systems shown in Figure 2a
and b. The values include the van der Waals interaction
implemented by the DFT-D2 method of Grimme.77 The
binding energies are similar, with V-pyrene exhibiting a 10−
15% stronger binding. Remarkably, by turning the van der
Waals interaction off, we obtain vastly different binding
energies: 0.995 eV for F-pyrene/TiO2 and 2.102 eV for V-
pyrene/TiO2. The difference reveals two important facts. First,
the van der Waals interaction in the F-pyrene system is
responsible for 60% of the pyrene/TiO2 binding energy.
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Second, excluding the van der Waals interaction reveals that the
two covalent bonds of the carboxylic acid linkers are twice
weaker for F-pyrene than V-pyrene. Thus, we conclude that the
pyrene/TiO2 covalent bonding is much stronger for V-pyrene
than F-pyrene, and that F-pyrene is bound to TiO2 primarily via
the van der Waals attraction facilitated by the π-electron
system.
Bending of V-pyrene toward TiO2, the surface is energetically

unfavorable in the absence of the second linker group. Thus,
the V-pyrene/TiO2 binding energy changes from 2.668 eV for
the vertical geometry (0° tilt), to 2.411 eV for the 45° tilt, to
2.126 eV for the 60° tilt. V-Pyrene is bound to TiO2 through a
single carboxylic group in a bidentate manner. In comparison,
F-pyrene is bound to TiO2 through two carboxylic groups in a
monodentate manner for each group. Disconnecting one of the
groups and changing the tilt angle from 90° (flat pyrene) to 60
and 45° changes the binding energy from 2.335 to 1.103 and
1.120 eV, respectively. Compared to the bidentate binding,
bending pyrene bound to TiO2 in a monodentate manner
involves a much smaller penalty, as reflected by the small
decrease of the binding energy from 1.120 to 1.103 eV upon
bending from 45 to 60° relative to the surface normal. The
second carboxylic group doubles the binding energy, counter-
acting the bending penalty and making the F-pyrene/TiO2
system energetically stable.
3.2. Electronic Structure. Figure 3 show the electron

densities of the donor and acceptor states at room temperature.

The density of the photoexcited electron in the F-pyrene/TiO2
system is spread uniformly across the pyrene, and is delocalized
between pyrene and the TiO2 slab (left panel of Figure 3a).
The acceptor state is spread across the TiO2 slab, with a tail
extending onto the pyrene (right panel of Figure 3a). The
electronic interaction between F-pyrene and TiO2 proceeds
primarily through noncovalent coupling of the π-electron

subsystem of F-pyrene with the 3d-electrons of the under-
coordinated Ti atoms of the semiconductor surface. This fact is
supported by the larger contribution of the van der Waals
interaction to the binding energy, compared to the covalent
bonding; see the previous section. The observations agree with
the first-principles calculations, including the dispersion
correction, carried out by Liu on the TiO2(101) surface
interfaced with infinite graphene and graphdiyne.78 The
calculations demonstrated that the interaction between
graphene and the TiO2(101) surface is pure van der Waals.
However, the interaction between graphdiyne and TiO2(101)
occurs at 0 K through C−O covalent bonds due to wrinkling of
the graphdiyne sheet, which facilitates charge transfer.78 The
situation is similar to the graphene/TiO2(110) interface. As
temperature increases to ambient conditions, the interaction at
the graphene/TiO2(110) surface attains covalent character that
is beneficial for ET.37

The photoexcited state of V-pyrene has no density on the
carboxylic acid bridge connecting it to the TiO2 surface (left
panel of Figure 3b). Even though the covalent bonding
between the donor and acceptor is strong, the π-electron
withdrawing properties of the carboxylic group breaks the
electronic coupling. The situation is different from a number of
other studied systems, including organic molecules28 and
inorganic QDs33 covalently bound to TiO2. The key role
played by the through-space interaction in the F-pyrene/TiO2
system is similar to that observed for TiO2/graphene

37 and
TiO2/water.

39 The density of the acceptor state in V-pyrene/
TiO2 is confined entirely within the TiO2 slab (right panel of
Figure 3b). The photoexcited electron donor and acceptor
states of the larger F-coronene/TiO2 system (Figure 3c) and
VGQD/TiO2 (Figure 3d) show charge localization that is
similar to F-pyrene/TiO2 and V-pyrene/TiO2. The strong
donor−acceptor coupling in F-pyrene/TiO2 and F-coronene/
TiO2 leads to the adiabatic ET mechanism. The absence of the
photoexcited electron density at the carboxylic linker leads to
weak donor−acceptor coupling and NA ET in the V-pyrene/
TiO2 and VGQD/TiO2 systems. Vertically aligned pyrene and
GQD can undergo large-scale tilting with respect to the TiO2
surface. Sampling such motion requires significantly larger
simulation cells and longer trajectories. More importantly, the
current study emphasizes dependence of the ET mechanism on
vertical vs horizontal arrangements of the donor and acceptor
species. A tilting motion would constitute an intermediate
situation between the two limits under investigation, and
therefore, one can expect that the charge transfer process in a
tilted system will exhibit intermediate features.
In all cases, the photoexcited state is delocalized significantly

onto the TiO2 surface, indicating that absorption of a photon
already gives a partially charge-separated state. As the size of the
flat donor increases, compare left panels of Figure 3a and c, the
photoexcited electron remains shared by the donor and TiO2,
and the adiabatic ET mechanism remains dominant compared
to NA ET. Comparing the vertical systems, left panels of Figure
3b with d, a larger fraction of the photoexcited electron remains
confined within the chromophore, as the chromophore
becomes bigger, and the role of the direct ET mechanism
decreases, Figure 1. One can expect that, for the larger GQDs
used in the experiment,18 the NA mechanism fully dominates
for the vertical orientation, while a combination of adiabatic
and direct ET mechanisms function for the flat orientation.
Our DFT calculations show an energy gap of 2.7 eV between

pyrene HOMO and LUMO, Figure S1. This value is

Figure 3. Charge densities of photoexcited donor states (left panel)
and acceptor states (right panel) in (a) F-pyrene/TiO2, and (b) V-
pyrene/TiO2, (c) F-coronene/TiO2, and (d) VGQD/TiO2. The
photoexcited states are delocalized between donor and acceptor, while
the acceptor states are localized in TiO2. The covalent bonding
combined with π-electron interaction in the F-pyrene/TiO2 and F-
coronene/TiO2 systems provides multiple strong coupling channels.
The photoexcited state in V-pyrene is localized away from TiO2, and
the donor−acceptor coupling is weak. More than half of the electron
state density is localized on the GQD in the VGQD/TiO2 system.
There is no electron density on the carboxylic bridge connecting the
GQD to TiO2, resulting in weak donor−acceptor coupling. The strong
donor−acceptor coupling leads to adiabatic ET in both F-pyrene/TiO2
and F-coronene/TiO2. The weak donor−acceptor coupling leads to
NA ET in V-pyrene/TiO2 and VGQD/TiO2, Figure 1.
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underestimated79 by 0.65 eV relative to the experimental
excitation energy of pyrene, due to the well-known self-
interaction problem of GGA functionals, including PBE used
here. The hybrid B3LYP functional overestimates the HOMO−
LUMO gap by 0.53 eV. Addition of carboxylic acid groups
slightly decreases the energy gap. The HOMO−LUMO
transition is the lowest energy optically active excitation for
both pyrene and pyrene decorated with carboxylic acid
group(s). Binding to TiO2 modifies the HOMO−LUMO gap
further, and broadens the LUMO.79 The lowest energy
excitation in the pyrene/TiO2 systems is a charge transfer
state, in which the electron moves from the pyrene HOMO to
the TiO2 conduction band minimum (CBM), Figure S1. This
1.8 eV excitation does not exhibit strong optical activity.79

3.3. Electron−Phonon Interactions. Vibrational motions
of the atoms drive the ET dynamics. They induce fluctuations
of the photoexcited state energy and localization, taking the
system to the transition state during adiabatic ET. They also
create the NA coupling, promoting NA ET. At the same time,
electron-vibrational energy exchange causes relaxation and
losses of electronic energy to heat. Energy relaxation competes
with ET, and a rapid relaxation can prevent ET from happening
altogether. Not all vibrational modes available in a particular
material couple to the electronic subsystem. In order to
characterize the active modes, we compute FTs of the ACFs of
the photoexcited state energy and localization in the F-pyrene/
TiO2 and V-pyrene/TiO2 systems, Figure 4. The result is
known as the influence spectrum, or spectral density, eq 11.
The electrons couple to a broad spectrum of vibrations with
frequencies ranging from under 100 cm−1, corresponding to
slow large-scale motions, to 1600 cm−1 C−C stretching
vibrations. Because the pyrene molecule is less rigid than
TiO2, and has lighter and faster moving atoms, pyrene
vibrations are more important for the ET dynamics than
TiO2 phonons. Generally, the wave function localization
couples to a broader range of vibrational motions than the
energy. The ACF recurrences (secondary peaks at later times)

are less pronounced for F-pyrene than V-pyrene, because the F-
pyrene system couples to more modes. F-Pyrene is more
closely coupled to the TiO2 substrate than V-pyrene, and
therefore, TiO2 vibrations contribute more strongly to the
former case. Note that the differences in the ET mechanisms
for the two conformations arise from differences in the donor−
acceptor interactions rather than electron−phonon coupling.
The strongest electron−phonon coupling is observed for the

modes around 500 cm−1, with a period of about 60 fs. The
second highest coupling is for the modes around 1500 cm−1,
with a period of about 20 fs. The fact that the ET happens on a
sub-15 fs time scale indicates that only a fraction of the period
of the key modes is required. This observation can be
rationalized by the presence of multiple acceptor states. The
electron is transferred into the TiO2 conduction band, and
many TiO2 states exist that couple to the electron donor. In the
case of the adiabatic mechanism, only a fraction of the
vibrational period is needed to change the relative energies of
the donor and multiple acceptor states, in order to bring the
system toward one of many transition states. In the case of the
NA mechanism, quantum transitions from the initial to
multiple final states are possible. The fact that many phonon
modes generate the electron−phonon coupling indicates that
there are multiple reaction coordinates for the adiabatic
transfer, and that one can always find several active modes
with large velocities to generate the NA coupling.
Focusing on particular vibrational frequencies seen in the FT

spectra of the photoexcited energy and localization, we can
identify a number of peaks in the 500−2000 cm−1 regions. The
1540 cm−1 peak is a fingerprint of the graphene G-band,80

arising from C−C stretching. The peak at 1380 cm−1

corresponds to the D-band, stemming from the breathing
modes of sp2 hybridized carbon rings.80,81 The peaks between
500 and 700 cm−1 can be seen in the rutile TiO2 Raman
spectrum.82 The peak at 800 cm−1 is associated with the high-
frequency polar longitudinal optical phonons of TiO2.

83 These
vibrations change dipole moments of the polar Ti−O bonds,

Figure 4. Phonon modes involved in the photoinduced ET processes in (a, b) F-pyrene/TiO2 and (c, d) V-pyrene/TiO2. The spectra are obtained
by computing Fourier transforms of the autocorrelation functions (insets) of the fluctuations of (a, c) energy and (b, d) localization of the
photoexcited states.
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and therefore, they couple to the electronic degrees of freedom.
The TiO2 vibrational modes take part in the calculated FT
spectra because the photoexcited state delocalizes onto TiO2,
Figure 3a and b.
3.4. Electron Injection. The time scales of the photo-

induced ET from the pyrene, coronene, and GQD into the
TiO2 substrate are under 15 fs, Figure 5, in excellent agreement
with the experimental data.18 The transfer is faster for F-pyrene,
2.8 fs, than V-pyrene, 9.0 fs, Figure 5a and b. Increase of the
donor size from pyrene to coronene and GQD has little effect
on the injection time, Figure 5c and d. 2.8 fs changes to 2.5 fs,
and 9.0 fs changes to 8.0 fs. The injections from the flat systems
are faster than those from the vertical systems, because the
donor−acceptor coupling is stronger. The total electron
transfer curves start at values significantly above 0, because
the photoexcited states are delocalized onto the TiO2 acceptor.
Note that ET from graphene adsorbed on bulk TiO2 is
significantly slower than that from the finite systems studied
here.19,37 One expects a momentum barrier to the ET in the
case of graphene,18 since the electrons are excited near the K-
point in the momentum space in graphene, while the CBM of
the TiO2 acceptor is at the Γ-point. Therefore, the graphene/
TiO2 ET is accompanied by phonon scattering accommodating
the momentum change. In contrast, the photoexcited electron
does not have a well-defined momentum in a finite system, and
the momentum barrier to the ET does not exist.
The total, adiabatic, and NA ET components are presented

in Figure 5 by the black solid, blue dashed, and red dotted lines,
respectively. The total ET data were fitted by the exponential
function f(t) = f(t0) + A[1 − exp(−t/τ)], where τ is the ET
time constant and A denotes the sum of the amplitudes of the
adiabatic and NA contributions to the overall ET. The f(t0)
term represents the contribution of the direct ET mechanism,
which is characterized by the y-axis intercept. The through-
bond donor−acceptor coupling in the vertically aligned systems

is weak due to π-electron withdrawing properties of the
carboxylic acid linker, which contains no electron density, left
panels of Figure 3b and d. As a result, the ET is NA. In
comparison, the through-space donor−acceptor interaction
provided by the π-electron system of F-pyrene and F-coronene
is strong, resulting in adiabatic ET. One expects an opposite
behavior a priori. For instance, π-electron stacking interactions
between different chains in conjugated polymers84,85 or DNA
nucleotides86 induce electron hops, i.e., NA ET, while ET in
many covalently bound donor−acceptor systems is adia-
batic.87,88

The through-bond interaction by the linker group provides
weaker donor/acceptor coupling than the through-space
interaction via the conjugated π-electron system. This key
and counterintuitive conclusion obtained for the current
systems should only become stronger for larger GQDs. With
increasing system size, the π-electron system grows, while the
linker between the donor and acceptor subsystems remains the
same. Therefore, the contribution of the through-bond
interaction remains the same, while the contribution of the π-
electron system increases. If the through-bond interaction is
weaker than the through-space interaction already for pyrene,
as well as for coronene and the GQD considered here, it should
be even weaker as the size of the π-system increases.
The vertically aligned donor species can undergo large-scale

tilting with respect to the TiO2 surface. Sampling this motion
would require significantly larger simulation cells and long
trajectories. More importantly, the current study emphasizes
the differences between the vertical and horizontal arrange-
ments. A tilting motion would constitute an intermediate
situation between the two considered limits, and therefore, one
can expect that the charge transfer features will also be
intermediate between the two established mechanisms.
The linker between the electron donors and TiO2 surface

affects the localization of the donor wave function, the overlap

Figure 5. ET from (a) F-pyrene, (b) V-pyrene, (c) F-coronene, and (d) VGQD into TiO2. The solid black, dashed blue, and dotted red lines
represent the total, adiabatic, and NA ET, respectively. In both pyrene and coronene sensitized TiO2, a significant fraction of electron density is
transferred to TiO2 already during photoexcitation, corresponding to direct ET that is characterized by the y-axis intercept of the total ET curve. In
the VGQD/TiO2 system, less than half of the photoexcited electron density is localized on TiO2 after the excitation. Subsequently, the adiabatic
mechanism dominates ET for the flat systems, while the NA mechanism governs ET in vertical systems. The circles show exponential fits of the total
ET data.
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of the donor and acceptor states, and the NA coupling. Our
study shows that the electron withdrawing carboxylic acid
group breaks the donor−acceptor conjugation. One can expect
that an electron donating linker would have the opposite effect
and increase the donor−acceptor coupling. Then, the ET in the
vertically aligned systems could occur by the adiabatic
mechanism.
Persson and co-workers79 investigated systemically the

interaction between TiO2 nanoparticles and pyrene with
various spacers and anchor groups using DFT and TD-DFT
calculations employing the hybrid B3LYP functional, and
discussed the electronic structure and excited state properties.89

The calculations showed that the interaction between the
molecular electron donor and TiO2 acceptor can be tuned by
changing the spacer lengths, anchor groups, and binding
positions. Persson and co-workers have shown that appropriate
modifications of the pyrene molecule can enhance long-range
electronic interactions across the interface, shift charge densities
closer to the TiO2 surface, and facilitate charge separation for
solar cell applications.79

3.5. Energy Relaxation. In an efficient photovoltaic cell,
charge separation should be faster than electron−phonon
energy relaxation. Figure 6 characterizes the relaxation process

of the F-pyrene/TiO2 and V-pyrene/TiO2 systems. The main
plots depict losses of the overall electronic energy to vibrations
on a longer time scale. The insets show the evolution of the
electronic energy within the donor and acceptor subsystems on
a time scale comparable with the ET times. The data shown in
Figure 6a are fitted by the exponential function f(t) = f(t0) +
B exp(−t/τ). In the current fit, τ is the energy relaxation time
constant, f(t0) represents the initial energy, and the amplitude B
is determined by the energy range included in the calculation.
Note that the total energy relaxation curve for the V-pyrene/
TiO2 (cf. Figure 6b) cannot be fitted to a single exponent. In
general, quantum dynamics at early times involves relatively few
states that are directly coupled to the initial state. Such
dynamics are slow, corresponding to the beginning of a Rabi
oscillation (or Gaussian decay), with zero first derivative at time
0. As the dynamics involve more and more states at later times,
via higher order couplings to the initial state, the relaxation
accelerates and becomes exponential, as described, for instance,
by the Fermi golden rule.
Our simulations show that the energy relaxation is an order

of magnitude slower than the charge separation for both F-

pyrene and V-pyrene. This is a necessary condition for
photovoltaic and photocatalytic applications of GQD/TiO2
composites. Interestingly, the calculated energy relaxation
times are at least 2 orders of magnitude smaller than those of
isolated GQDs, according to both experiment17 and theory.20

There is no inconsistency here. The relaxation is fast in the
current simulation due to participation of TiO2. Similar to
pyrene molecules, GQDs have discrete energy levels, while
TiO2 has a continuous density of states in the conduction band.
Note that the short-time components of the total energy
relaxation curves are flat, Figure 6. The relaxation accelerates
dramatically after the electron is transferred into TiO2, and the
conduction band continuum becomes accessible.
The ET transfer is faster than the energy relaxation in the

graphene/TiO2 composite as well.37 The difference in the
charge separation and relaxation times is more critical for
graphene, because it has a continuous energy spectrum,
similarly to TiO2, though the density of states is lower for
graphene than the TiO2 surface due to thickness differences.
Electron−phonon energy exchange is much faster in
graphene90 than in GQDs.17,20 Therefore, it is essential that
the photogenerated electron is removed from graphene on an
ultrafast time scale.19 It is not a problem in current systems,
because molecules and GQDs have a wide energy gap that
ensures long-lived photoexcited electrons. It is interesting to
note that, even though the donor−acceptor interaction
proceeds via the π-electron system in both graphene/TiO2
and the finite systems in the flat orientation studied here, the
ET mechanisms are different. The ET is NA and relatively slow
in the case of graphene, while the ET is adiabatic and fast for
the finite systems. The difference arises because the linkers
bring the π-orbitals of the finite system closer to the TiO2
surface, enhancing the donor−acceptor interaction. For
example, the average graphene/TiO2 distance is 2.617 Å for
the optimized geometry, while the average distance in F-
pyrene/TiO2 is 2.435 Å at 0 K.
The insets in Figure 6 characterize electronic energy transfer

from the pyrene molecules into TiO2. The plots are obtained
by combining the data for ET and total energy relaxation. The
insets separate the total excess energy into contributions
stemming from pyrene and TiO2. Because the ET is faster than
the electronic energy relaxation, the TiO2 surface heats up
initially. In each case, the energy transfer proceeds simulta-
neously with the ET and is significantly faster than the energy
relaxation. Note the identical time scales obtained from the fits
of the excess energy, Figure 6 insets, and the total ET, Figure 5.

4. CONCLUSIONS
In summary, we have characterized the chemical, geometric,
and electronic structure of pyrene/TiO2, coronene/TiO2, and
GQD/TiO2 composites, and established the mechanisms and
time scales of the photoinduced interfacial electron and energy
transfer, and energy relaxation. The study has been performed
at the ab initio atomistic level and explicitly in time, mimicking
directly the pump−probe experimental data. A mixed quantum-
classical approach combining real-time time-dependent density
functional theory with nonadiabatic molecular dynamics has
been used.
The simulations reveal a strong and, arguably, counter-

intuitive dependence of the donor−acceptor coupling and ET
mechanism on the type of chemical bonding. We show that
covalent bonding produces weak donor−acceptor coupling and
gives the nonadiabatic ET mechanism. In contrast, through-

Figure 6. Phonon-induced relaxation of electronic energy during
electron injection in (a) F-pyrene/TiO2 and (b) V-pyrene/TiO2. In
both cases, the energy relaxation is slower than the ET, Figure 5a and
b, indicating that efficient charge separation can be obtained. The
insets illustrate transfer of electron energy from pyrene (red line) to
TiO2 (black line). The energy transfer is faster than the overall energy
relaxation, as evidenced by transient heating of TiO2.
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space interaction of π-electrons of the donor species with the
under-coordinated TiO2 surface atoms creates strong donor−
acceptor coupling, resulting in adiabatic ET. A priori knowledge
based on other systems, such as donor−acceptor molecular
diads and triads, conjugated polymers, and DNA, leads to the
opposite expectation. The findings are rationalized by the π-
electron withdrawing properties of the carboxylic acid group
linker, and by the notable chemical activity of under-
coordinated TiO2 surface atoms. The key conclusion already
obtained with pyrene and supported further by the calculation
for the larger systems, namely, that the donor−acceptor
interaction through the π-system is more important than the
interaction through the linker, becomes even stronger with
increasing system size. As the size of the molecule/GQD grows,
the size of the π-electron system grows as well, while the linker
remains the same. Therefore, the relative contribution of the π-
electron system to the donor−acceptor interaction should
increase with increasing system size.
The calculated ET times show excellent agreement with the

time-resolved experimental data. The calculations show that the
photoexcited state has a partial charge transfer character. The
electronic subsystem couples to a broad spectrum of vibrational
motions during the ET process. The vibrations are primarily
those of the donors, which are less rigid than TiO2 and contain
lighter, faster moving atoms. The charge separation is
significantly faster than the energy relaxation. This condition
is essential for successful application of GQD/TiO2 composites
in photocatalysis and photovoltaics, because it leads to long-
lived charge separated states.
The clear demonstration and rationalization of the effect of

binding configurations on the mechanism of the photoinduced
ET provides important guidelines for the design of high
performance solar cells. The conclusions of the present study
should apply to other heterojunctions, including interfaces of
bulk semiconductors with large molecular chromophores and a
variety of linker moieties, with two-dimensional materials, such
as graphene and MoS2, as well as to multicomponent nanoscale
systems in general. The established principles allow one to
apply chemical tools in order to tune the properties of hybrid
nanoscale materials for use in electronic and spintronic devices,
solar energy harvesting and utilization, etc.
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